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Abstract

We present the comparison of simulated and measured optical functions (re-
flectance and transmittance) of samples of materials employed in the fabrication
of silicon microstrip detectors. Using our simulation we are able to extract the
refraction indexes of these samples in the near infrared wavelength range. We then
use this information as input of a full optical simulation of microstrips detectors,
taking into account diffraction effects in the strips. Both simulations are validated
against measurements. First measurements of new sensors for the alignment sys-
tem of the SiTRA prototype are also presented in this work.

∗This work has been carried-out within the SiLC (Silicon for the Linear Collider) collaboration, a
generic R&D collaboration to develop the next generation of large area Silicon Detectors for the ILC.
It applies to all detector concepts and gathers teams from all proto-collaborations. The collaborators
of SiLC which are also EUDET partners are forming the SiTRA (Silicon Tracking) group.
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1 Introduction

For the particular case of tracking detectors, a very elegant alignment method has been
recently proposed and implemented [1] at the Alpha Magnetic Spectrometer (AMS) [2]
and subsequently adopted [3] by the tracking system of the Compact Muon Solenoid [4].
In a nutshell, consecutive layers of silicon sensors are traversed by IR laser beams which
play the role of infinite momentum tracks (not bent by the magnetic field). Then,
the same sophisticated alignment algorithms as employed for track alignment with real
particles can be applied to achieve few microns relative alignment between modules.
Furthermore, since IR light produces a measurable signal in the silicon bulk, there is no
need for any extra readout electronics. And all these advantages come to a minimum
cost: a small circular window (few mm diameter) on the aluminum back-metalization
must be open to allow the IR beam to pass through.
In a previous work [5] we identified the key parameters that determine the overall trans-
mittance of a microstrip detector. We found that the pitch to strip ratio (i.e., the fraction
of the sensor covered by Aluminum) determines the percentage transmitted through the
detector. The smaller the strip width, the more light is transmitted. A good balance
between maximum transmittance and finite strip width was set to 10% of the pitch.
Therefore changes in the layout rather than changes in the detector thickness seem to
boost the transmittance reach of microstrip detectors. Further tuning of layer thickness
will normally contribute to ≈ 5% over the layout optimized value.
This paper is the continuation of that previous work [5]. We present now the validation
of the simulation of continuous optical media, comparing the calculated Transmittance
(T) and Reflectance (R) with that of real material samples. These measurements were
obtained with a spectrophotometer presented in next section. A comprehensive study
of Silicon optical properties and comparison with other published results will be shown
in section 3. The validation of the structured multilayer grating simulation will be
shown in section 4. The last section of this paper will show optical measurements of
new alignment modified Hamamatsu silicon microstrips [6], produced within the SiLC
collaboration and the validation of laser reconstruction using these same sensors.

2 Spectroscopic measurements

A spectrometer measures the intensity of light as a function of wavelength, within a
wavelength range with certain resolution. One can roughly speak of single beam or
double beam spectrometers. The latter compares the intensity of light in 2 paths, one
of them having the sample to be measured. In single beam spectrometers, the ratio
of intensity with and without sample is compared. Double beam spectrometers are
more complicated and expensive than single beam, but are normally more precise and
accurate.
Within single beam spectrometers, the most common are dispersive type spectrometers
and Fourier Transform (FT) spectrometers. In the first class, the individual frequencies
are separated by the use of a prism or grating. A detector measures the amount of energy
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at each frequency that passes through the sample, thus dividing the total intensity in
its spectral components. FT spectrometers have a beamsplitter, one fixed mirror and
one movable mirror that make up an interferometer. All frequencies are measured at
the same time. A Fourier transformation analysis allows to decode the information of
each individual wavelength. FT are faster than dispersive apparatus. On the other hand,
dispersive spectrometers are more robust (no movable parts), compact and provide good
resolution by averaging several samples of spectra.
The most important parameters of a spectrometer for our application were the wave-
length range and the instrument spectral resolution. This last parameter is the key to
separate contiguous interference peaks. Driven by these constraints we finally chose a
custom made dispersive system from Control Development with 1.2 nm spectral reso-
lution over the range 955-1155 nm [7]. A picture of the spectrophotometer is shown in
Figure 1, under a configuration of T measurement. The light from the halogen lamp [8]
is conducted with optical fibers [9] and collimated on the sample placed on a height
adjustable RT table [10]. The transmitted light is collected by the return (or measure-
ment) fiber and analyzed by the spectrometer unit. The DAQ is done with a standard
PC connected to the spectrometer using a USB cable.
The effect of the spectral resolution in the spectrometer is show in Figs 2 and 3.
The resolving power of the spectrometer mixes up intensity peaks closer than 1.2 nm.
Mathematically this can be expressed as a convolution of the ideal spectrum with a
gaussian as explained in [11].

3 Validation of continuous optical media simulation

Calculation of the optical functions of a multilayer is well understood and has been ex-
tensively treated (see for instance ref. [12]). Qualitatively, when the media are perfectly
planoparallel, reflections in the interfaces are specular. If a medium is absorbing, then
the intensity of the transmitted wave will be damped following Lambert’s exponential
law. In any case, a coherent sum of amplitudes will account for the transmitted and
reflected intensity. If any interface between two media is rough, then the reflectance
will have two components: specular and diffuse. The loss of specular reflectance due to
roughness can be accounted multiplying the Fresnel coefficients of the ideal layer by an
exponential factor, see for instance [13].
Two types of problems are normally faced in spectrometry. In the direct problem, the
optical functions T and R of the multilayer are calculated from the refraction indexes
and thicknesses of the materials. In the inverse problem, measured optical functions are
used to extract the refraction indexes and thickness of the layers. As already explained in
our previous paper [5], we have chosen a χ2 minimization technique to solve the inverse
problem. In this method, measured Tmeas, Rmeas are compared at each wavelength with
calculated values, and the difference is minimized:

χ2 =
∑
λ

(
Tcalc(λ, n(λ), k(λ), d)− Tmeas(λ)

σT (λ)

)2

+
(

Rcalc(λ, n(λ), k(λ), d)−Rmeas(λ)
σR(λ)

)2

(1)
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Figure 1: Spectrophotometer showing the
configuration for a transmit-
tance measurement

Figure 2: Simulated transmittance spec-
trum of a 295 µm thick Si wafer
assuming a perfect spectropho-
tometer.

with σT,R the measurement error of the spectrometer. As this formula displays, T and
R are functions of the wavelength, of the refraction index of the material and of its
thickness. In turn, the real and imaginary part of the refraction index (n and k) are also
functions of the wavelength.
To validate our implementation of the simulation and measurement procedure (using
an inverse technique) we have successfully reproduced the measured reflectance of a
commercially available reference wafer [14]. The wafer has 5 bands of SiO2 on a thick
Si substrate. While the front side of the wafer is polished, the backside silicon surface is
rough. The thickness of SiO2 is measured by the vendor at specific positions and range
from 0-500 nm. This calibration is done using an ellipsometer with an accuracy of order
∼ O(1/10) nm. The refraction index of SiO2 is quoted as well by the manufacturer but
only for λ =632.8 nm. Its value is approximately 5% smaller than standard tabulated
silicon dioxide. Measuring the first band (uncoated Si) we obtained a wafer thickness of
530 µm with a back roughness of 120 nm. We also found that the tabulated refraction
index of Si was suitable to describe the measured reflectance spectrum. Using these 2
inputs, the thickness of a band of SiO2 was accurately calculated with an error lower than
2 nm. Fig. 4 shows the measured reflectance with errors (black graph) and the fitted
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Figure 3: Simulated transmittance spec-
trum of the same Si slab as in
Fig. 2 assuming a spectropho-
tometer resolution of 1.2 nm

Figure 4: Calculated (red line) and mea-
sured (black trace) reflectance
of SiO2 on Si. Inlaid pic-
ture shows the calibrated wafer
where the different bands (dif-
ferent thickness) of SiO2 are
seen.

reflectance (continuous red line) with the associated fit superimposed of a calibrated
502.64 nm SiO2 band. A picture of the wafer is shown inlaid in the figure.

3.1 Optical characterization of Si in the NIR and comparison with
published data

We have carried out an indepth characterization of our Si wafers, due to the importance
of this material in the design of microstrip detectors. Our Si samples are double sided
polished wafers, produced by TopSiL [15]. The thickness of several of those wafers was
measured with a≈1 µm resolution contact micrometer. The average thickness (randomly
sampled) was 295.2 ± 0.8 µm. This value matches the (wide) thickness tolerance quoted
by the foundry (±15 µm).
Transmittance and reflectance of an unprocessed wafer were measured several times in
different spots for both sides of the wafer. A repeatability of order 1% was found. This
value falls within the repeatability of the spectrometer measurement.
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3.1.1 Analytical expressions for the refraction index for short wavelengths
(λ < 1 µm)

Prior to the combined fit of T and R, we obtained valuable information from a simple
analysis of the low end λ spectra. To the best of our knowledge, this is a novel analysis.
Photons with wavelengths below 1 µm in a thick slab of Si cannot reach the second
surface of the wafer. This can be experimentally crosschecked in a reflectance measure-
ment using a mirror on top of the Si wafer and illuminating the Si wafer from below.
When the photons reach the second surface, the measured reflectance must be higher
than that of the raw wafer, due to the presence of the mirror. This fact is shown in
Fig. 5. The bottom spectrum shows the measured reflectance of a 295 µm thick wafer.
The top plot shows the increased reflectance due to the mirror. As seen in this figure,
both measurements coincide for λ < 980 nm. In this wavelength range (λ < 980 nm)
the reflectance of the wafer must be similar to the reflectance of a single Si interface,
since photons do not reach the second interface. From the formula of reflectance of a
single interface on air:

R =
(n− 1)2 + k2

(n + 1)2 + k2
≈ (n− 1)2

(n + 1)2
(2)

with n the real part of the refraction index and k the extinction index of Si. The last
approximation holds due to the different magnitude of both indexes (n≈ 3.5,k≈ 10−3

near λ=1 µm). So, inverting eq. (2):

n =
1 +

√
R

1−
√

R
(3)

Therefore one can compute n using last equation. Figure 6 shows the calculated refrac-
tion index values with the errors propagated from eq. 3.
Valuable information on the absorption coefficient of Si (λ < 1 µm) can be extracted
from transmittance measurements. Indeed, we may abstract the first transmitted beam
through the Si slab. Fig. 7 shows the incident beam arriving to a slab of thickness d.
At this interface, a fraction R will be reflected (according to eq. 2) and another T12

transmitted. From the transmitted intensity, only a fraction e−αd will reach the second
surface (due to damping, α is the absorption coefficient) from which only T21 will exit.
Since T12 = T21 (see [12]), the 1st beam transmitted intensity will be:

T = T12 × T21 × e−αd =

(
4n

(n + 1)2

)2

e−
4π
λ

kd (4)

Using last expression to fit T (λ < 1 µm) as shown in Fig. 8 it is clear that only the
product kd can be estimated. Now, making use of equation 3 we can also write eq. 4 as:
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Figure 5: Reflectance of a 295 µm thick
Si wafer (bottom curve). The
top curve shows the measured
reflectance when a mirror is
placed on top of the second
wafer interface.

Figure 6: Analytical calculation of the
real part of the refraction index,
with errors.

kd =
λ

4π
log

(1−R)2

T
(5)

Both equations (3) and (5) can be used in the solution of the inverse problem by the χ2

minimization technique. These equations plus the measured thickness will be used as
constraints for n and k in the global fit of T and R (λ ∈ [946, 1155]).

3.2 Silicon refraction index in the near infrared

A comprehensive study of the optical properties of Si is found in former studies, mostly
led by research on Si solar cells. In particular, Keevers and Green [16] offer high reso-
lution measurements of the absorption coefficient α as a function of wavelength. This
coefficient relates to the extinction coefficient by α = 4πk/λ.
An analytical parametrization of the extinction coefficient is given by Geist in ref. [17].
This function depends on 15 parameters. Fortunately, some of these parameters could
be fixed within our wavelength range of interest. We also fixed those parameters that
were not free but had strong correlations with others in the parametrization. Finally we
could reduce the number of parameters from 15 to 2 within the region λ ∈ [1000, 1127]
nm.
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Figure 7: Sketch of the trajectory of the
1st transmitted beam in the Si
wafer. R stands for the re-
flectance of a single interface.

Figure 8: Product kd calculated analyti-
cally from eq. 5. Error bars
obtained from standard error
propagation.

For the real part of the refraction index, tabulated data and analytical forms are given
in the same ref. [17]. However in a slightly former work [18] Keevers and Green over-
ride the accuracy of all other data up to now and provide as well a simpler analytical
parametrization. According to this analytical form, we can use a single parameter model
to describe n. As a comparison of the accuracy of the different sources, tabulated data
for Geist (rounded markers), measurements from Keevers and Green (square markers)
and their parametrization (continuous line) are shown in Fig. 9.a) for n.
Figure 9.b) shows a simultaneous fit of T and R for the unprocessed Silicon reference
wafer from TopSiL, using the parameterizations for (n,k) cited above plus constraints.
Measured data are displayed with their experimental error. Fig. 9.c) shows the real
part of the refraction index obtained from the fit, as a function of the wavelength. For
λ < 980 nm we have superimposed the analytically calculated index according to eq.
(3). The continuous line is our fit and the evenly spaced points with errors are the
tabulated data from [17] shown as reference.

4 Validation of structured multilayer grating simulation

A simulation of a microstrip detector must take into account the periodic segmentation
of the microstrips. Whenever the obstacles to the incoming beam are comparable to
the wavelength of light, diffraction occurs. The incoming beam breaks into a bunch
of diffracted beams, each of them propagating under different angles. All these beams
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Figure 9: a) Comparison of two tabulated sets of refraction indexes for Si. Continuous
line is the parametrization from reference [18]. b) Simultaneous fit of T and
R for a Si slab using parameterizations for both components of the refraction
index. c) Real part of the refraction index obtained from simultaneous fit of
TR. The graph shown (λ < 980 nm) is obtained from eq. (3). Circular markers
with error bars are tabulated Si data from ref. [17]

will suffer multiple reflections and will interfere. As we showed in ref. [5], the result-
ing transmitted or reflected intensity does not coincide with the calculation of perfect
planoparallel layers, since that simulation does not take into account diffraction effects.
The best way to account for the diffraction effects is solving Maxwell equations rigor-
ously. The implementation of the solution of Maxwell equations for gratings benefit from
the periodicity of the strips to express the electromagnetic fields as Fourier expansions
in terms of space-harmonic fields . Though the solution is exact, the Fourier expansion
must be truncated for calculation purposes, so the accuracy at the end will depend on
the number of diffraction orders retained. We have chosen a method called Rigorous
Coupled Wave Analysis (RCWA) to calculate the diffracted reflected and transmitted
intensities. Full detailed explanation of the RCWA method can be found in ref. [19].
An open implementation of this method (RODIS software [20]) is available from the
Photonics Research Group of U. Ghent.

4.1 Comparison to published results

First of all, we have compared the results of the simulation package against other pub-
lished work. For instance, Fig. 10 shows the calculated 0 order transmitted diffraction ef-
ficiency (transmittance of the central diffracted beam), for TE and TM polarizations [21].
The agreement between the calculated efficiency (markers) and our simulation (contin-

9



EUDET-Memo-2008-37

Figure 10: Simulated TE (circular mark-
ers) and TM (squares) 0 order
transmittance from ref. [21]
compared to RODIS calcula-
tions (lines)

Figure 11: TE (circles) and TM(squares)
calculated reflectance [22]
compared to RODIS calcula-
tions (continuous line).

uous line) is quite good. Figure 11 shows a comparison of the global reflectance (all
diffraction orders summed) with the calculated in ref [22]. Markers correspond to pub-
lished calculations, and the continuous lines are our calculations using RODIS. In both
figures, the simulated grating is also displayed inlaid in the figure. From these 2 com-
parisons we conclude that our simulated results are very similar to other calculations.

4.2 Measurements on real diffraction gratings

To test the predictions of this method on a real wafer, we have produced, within the
facilities of CNM-IMB (GICSERV program) [23], a simple wafer containing a known
structure of strips on Si. A picture of the wafer is shown in Fig. 12.a). A sketch of the
layer structure is shown in Figure 12.b). This structure, though not a full functional
sensor, contains the basic elements needed to study the transmitted and reflected diffrac-
tion efficiencies on a real sample. Figure 12.c) shows the calculated transmittance and
reflectance for one of the individual sensors in the wafer. We have kept 40 diffraction
orders in this calculation. Though the transmittance is remarkably well explained, the
calculated reflectance is still higher than the measured value. We are currently studying
the origin of this discrepancy. Once the simulation accurately describes both reflected
and transmitted spectra we will be able to produce a detector design with maximum
transparency in a selected wavelength range, following the method explained in our
previous work [5].

10



EUDET-Memo-2008-37

(a)

Si wafer
295   mµ

  µ80   m   µ30   m

µ1   m Al
SiO 36.5 nm2

(b)

λ (nm)

T,
R 

m
ea

su
re

d 
an

d 
ca

lc
ul

at
ed

T measured

T calculated

R measured

R calculated

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

950 975 1000 1025 1050 1075 1100 1125 1150

(c)

Figure 12: a) Wafer with strips b) Sketch of the multilayer grating c) Comparison of
measured (black, continuous line) and fit (dashed lines) transmittance (red)
and reflectance (blue)

5 Optical measurements of HPK sensors

Besides the R&D line on improvement of microstrip detectors for maximum transmit-
tance in the IR, the other commitment of IFCA within the EUDET project is the imple-
mentation of an alignment system for the SiTRA (Silicon Tracking) work package. We
modified 5 out of the 30 Hamamatsu sensors [6] to be aligned with lasers. The difference
with respect to standard sensors is the absence of Al in a circular spot in the back of the
sensor. This Al coating has been etched away after the fabrication process. Differently
from the AMS and CMS experiments, the backside of the sensor has not been treated
by an antireflection coating (ARC). A picture of a modified alignment sensor is shown
in Fig. 13.a. The Al-free spot can be seen in the intersection of the cross-like bands.
These bands are not needed for alignment. They will be removed in next versions of the
detectors.
Alignment sensors were optically measured before mounting them into modules. Fig. 13.b
shows a total of 22 measurements made on 3 sensors across the central spot (1 cm diam-
eter). Superimposed we show a profile histogram which shows the average transmittance
with a resolution of 4 nm/bin. Both, mean value and spread coincide well with mea-
surements of CMS sensors produced by HPK with similar layout.
Once mounted, these sensors have been measured using a pulsed 1060 nm laser diode,
using the VA1 chips for readout and the DAQ developed by the Paris-LPHNE group [24].
Fig. 13.c shows the gaussian spot of the laser intensity reconstructed by an alignment
sensor at 2 different laser positions.
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Figure 13: a) Picture of the backside of an alignment friendly sensor. b) Traces corre-
spond to measured transmittance of the central spot of 3 alignment modified
sensors. The profile histogram (red bars) has 50 bins. c) Fits of two measured
laser spots on one of the alignment modified HPK sensors.

6 Summary and conclusions

The optimization of Silicon microstrip detectors for maximum transmittance needs a full
optical simulation of the interferential and diffractional processes inside the detectors.
The input to such simulation is the refraction index and thicknesses of each material,
and the layout of the strips.
We calculate the refraction index of each layer from samples of materials on Si wafers.
The samples are measured and a continuous layer simulation is used to calculate the
refraction index for each wavelength. This piece of simulation has been validated repro-
ducing measurements of calibrated layers of SiO2 on a Si wafer. The thickness of the
SiO2 bands could be predicted with an error of few nm.
We have also presented a novel method to calculate the real part of the refraction index
n and the product kd as a function of the wavelength, near the bandgap of Si, using only
measurements of the first reflected and transmitted beams. The information obtained
is afterwards used as a gaussian constraint in the global fit of T,R for a Silicon slab.
The full optical simulation including diffraction effects has been partially validated.
We first compared our calculated T,R with other published simulation results. The
agreement with these former works is quite accurate. Comparison to a real diffraction
grating produced by CNM has shown a partial agreement only: while the transmittance
figure has been perfectly matched, the calculated reflectance is still significantly higher
than the measured one. More work on this front is on-going.
Finally we have validated the infrared beam alignment concept proving that a laser signal
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can be easily and accurately measured and fitted using a microstrip HPK detector. Three
of these alignment modified detectors have been used to integrate the alignment SiTRA
prototype.
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